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Oracles

An oracle for a language B is an external device that is capable of always
deciding membership in B. An oracle Turing machine is a modification
of a Turing machine M denoted MZ that has the added ability to query an
oracle for B.
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Oracles

An oracle for a language B is an external device that is capable of always
deciding membership in B. An oracle Turing machine is a modification

of a Turing machine M denoted MZ that has the added ability to query an
oracle for B.

MB="On input w:

© Query the oracle for B to determine if w € B.
@ If the oracle answers YES, accept, if NO, reject.”
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Oracles

An oracle for a language B is an external device that is capable of always
deciding membership in B. An oracle Turing machine is a modification

of a Turing machine M denoted MZ that has the added ability to query an
oracle for B.

mM°= “On input w:
@ Query the oracle for B to determine if w € B.
@ If the oracle answers NO, accept; if YES, reject.”
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ETM and ATM

TA™="0n input (M), where M is a TM:
@ Construct the TM N.
N ="0On any input:
@ Run M in parallel on all strings in ¥*.
@ If M accepts any of these strings, accept.”
@ Query the oracle for Aty to determine if (N,0) € Arp.
© If the oracle answers NO, accept; if YES, reject.”
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ETM and ATM

TA™="0n input (M), where M is a TM:
@ Construct the TM N.
N ="0On any input:
@ Run M in parallel on all strings in ¥*.
@ If M accepts any of these strings, accept.”
@ Query the oracle for Aty to determine if (N,0) € Arp.
© If the oracle answers NO, accept; if YES, reject.”

Can an oracle for Aty actually exist?

N T —



o once machines
Turing Reducible

A language A is Turing decidable relative to B if there exists an oracle
machine MB which decides A. If this is the case we say that A is Turing
reducible to B and write A <t B.
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o once machines
Turing Reducible

A language A is Turing decidable relative to B if there exists an oracle
machine MB which decides A. If this is the case we say that A is Turing
reducible to B and write A <t B.

@ For all machines A: A<+ A
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o once machines
Turing Reducible

reducible to B and write A <t B.

A language A is Turing decidable relative to B if there exists an oracle
machine MB which decides A. If this is the case we say that A is Turing

@ For all machines A: A<+ A

@ For all machines A and their compliments A: A <1 A
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o once machines
Turing Reducible

A language A is Turing decidable relative to B if there exists an oracle

machine MB which decides A. If this is the case we say that A is Turing
reducible to B and write A <t B.

@ For all machines A: A<+ A

@ For all machines A and their compliments A: A <
@ Erm <7 Atm

TA

o
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Turing Reduction vs. Mapping Reduction

Recall, A is mapping reducible to B, A <,, B, if there is a computable

function f such that
weAs f(w) e B.

That is, if we can change questions about A into questions about B in
some computable way. It is “clear” that A <,, B= A <7 B.
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Turing Reduction vs. Mapping Reduction

Recall, A is mapping reducible to B, A <,, B, if there is a computable

function f such that
weAs f(w) e B.

That is, if we can change questions about A into questions about B in
some computable way. It is “clear” that A <,, B= A <7 B.

MB="On input w:
@ Query the oracle for B to determine if f(w) € B.
@ If the oracle answers YES, accept, if NO, reject.”
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Turing Reduction vs. Mapping Reduction

There exists A and B such that A<+ B and A £, B. I
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Turing Reduction vs. Mapping Reduction

There exists A and B such that A<+ B and A £, B. I

OA:ATM
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Turing Reduction vs. Mapping Reduction

There exists A and B such that A<+ B and A £, B. I

OA:ATM

4 B:ATM

@ Arm <7 Atm
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Turing Reduction vs. Mapping Reduction

There exists A and B such that A<+ B and A £, B. I

OA:ATM
4 B:ATM

o Arm <7 ATtm

o If Ar <m Atm, then A1y would be recognizable, a contradiction.
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Problem 6.3 Transitivity

IfFA<7t Band B<t C, then A<t C I
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Problem 6.3 Transitivity

IfFA<t Band B<t C, then A<y C I
@ Suppose MlB decides if w € A using an oracle for B.
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IFA<y Band B<t C, then A<t C I
@ Suppose MlB decides if w € A using an oracle for B.

@ Suppose MY decides if w € B using an oracle for C.
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Problem 6.3 Transitivity

IFA<y Band B<t C, then A<t C I
@ Suppose MlB decides if w € A using an oracle for B.

@ Suppose M2C decides if w € B using an oracle for C.

@ Define M3be replacing the oracle for B in MlB with I\/I2C.
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Problem 6.3 Transitivity

IfFA<7 Band B<t C, then A<t C I

@ Suppose MlB decides if w € A using an oracle for B.

@ Suppose M2C decides if w € B using an oracle for C.
o Define MS by replacing the oracle for B in ME with M5 .

MlB: “On input w: Query the oracle for B to determine if w € B
and so also in A.”

M2C: “On input w: Query the oracle for C to determine if w € C

2

and so also in B.”
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Problem 6.3 Transitivity

IfFA<7 Band B<t C, then A<t C I

@ Suppose MlB decides if w € A using an oracle for B.

@ Suppose M2C decides if w € B using an oracle for C.
o Define MS by replacing the oracle for B in ME with M5 .

M2C: “On input w: Query the oracle for C to determine if w € C
and so also in B.”

Mfz “On input w: Query MS to determine if w € B and so also

2

in A"
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Decidability

If A<+ B and B is decidable, then A is decidable. I
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Decidability

If A<+ B and B is decidable, then A is decidable.

the decider for B.

Given an oracle TM M which decides A, replace the oracle for B with
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Comments of Information

e A=1010101010101010101010101010
e 5 =1101010101010010110000110010
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Comments of Information

e A=1010101010101010101010101010
e 5 =1101010101010010110000110010

@ Ais “clearly” compressible where as B is not

e M ="On input w and n € N: repeat w n times.”
o A= M("10",14)
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Comments of Information

A =1010101010101010101010101010
B =1101010101010010110000110010

@ Ais “clearly” compressible where as B is not

e M ="On input w and n € N: repeat w n times.”
o A= M("10",14)

o (M, “01",14)
| (M, “10",14) | = 10110110 11101010001 ---11101010 10 1110
S Y S~
| (M) ] (M) “10" 14
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Information and Minimal Descriptions

The minimal description of a binary string x, written d(x), is the
shortest string (M, w) where the TM M prints x on input w. The
descriptive complexity of x, K(x), is K(x) = |d(x)|.
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Upper Bound for x and xx

e [
For any binary string x
and

deoVx : K(x) < |x| + co

daVx @ K(xx) < K(x) +
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Upper Bound for x and xx

e [
For any binary string x
and

deoVx : K(x) < |x| + co

daVx 1 K(xx) < K(x) + a
@ ¢y is the length of a Turing machine that outputs its input x (the
identity function).
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Upper Bound for x and xx

For any binary string x

deoVx : K(x) < |x| + co

and

daVx @ K(xx) < K(x) +

@ ¢ is the length of a Turing machine that outputs its input x (the
identity function).

@ ¢ is the length of a machine that runs a Turing machine N on input
w and prints the result twice; we run this on d(x), the minimal
description of x.




e |
Bounding xy

Suppose x = 1010 and y = 1101;
we could represent (xy) by

e 11001100.01.1101
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Bounding xy
Suppose x = 1010 and y = 1101; Then 3cVx, y so that K(xy) = |d(xy)| is
we could represent (xy) by bounded by

e 11001100.01.1101 ® 2K(x)+ K(y)+c
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e |
Bounding xy

we could represent (xy) by

Suppose x = 1010 and y = 1101; Then 3cVx, y so that K(xy) = |d(xy)| is
e 11001100.01.1101

bounded by
e 110000.01.1010.1101

° 2K(x)+ K(y)+c
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Bounding xy
Suppose x = 1010 and y = 1101; Then 3cVx, y so that K(xy) = |d(xy)| is
we could represent (xy) by bounded by

e 11001100.01.1101 0 2K(x) + K(y) + ¢

e 110000_01.1010.1101 o 2log,(K(x)) + K(x) + K(y) + ¢
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Bounding xy
Suppose x = 1010 and y = 1101; Then 3cVx, y so that K(xy) = |d(xy)| is
we could represent (xy) by bounded by
e 11001100.01.1101 0 2K(x) + K(y) +c
e 110000.01.1010.1101 e 2logy(K(x)) + K(x) + K(y) + ¢
300 &
200 +
100 |
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Descriptive Languages

e |
For any descriptive language p (programming language or language
language), a fixed constant exists that depends only on p such that

Vx : K(x) < Kp(x)+ ¢

where Kp(x) = |dp(x)| is the descriptive complexity of a program in
language p which prints x.
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Descriptive Languages

e |
For any descriptive language p (programming language or language
language), a fixed constant exists that depends only on p such that

Vx : K(x) < Kp(x)+ ¢

where Kp(x) = |dp(x)| is the descriptive complexity of a program in
language p which prints x.

o Let Ky(x) = |dp(x)| as above.
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Descriptive Languages

e |
For any descriptive language p (programming language or language
language), a fixed constant exists that depends only on p such that

Vx : K(x) < Kp(x)+ ¢

where Kp(x) = |dp(x)| is the descriptive complexity of a program in
language p which prints x.

o Let Ky(x) = |dp(x)| as above.

@ Let M be an interpreter for p with | (M) | = ¢
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Descriptive Languages

e |
For any descriptive language p (programming language or language
language), a fixed constant exists that depends only on p such that

Vx : K(x) < Kp(x)+ ¢

where Kp(x) = |dp(x)| is the descriptive complexity of a program in
language p which prints x.

o Let Ky(x) = |dp(x)| as above.

@ Let M be an interpreter for p with | (M) | = ¢
@ Then, (M) dp(x) prints x and

K(x) < Kp(x) + [ (M) | = Kp(x) + ¢
© CF Roccaldrn (WCSU)
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c-Compressible

Given a string x and constant ¢ we say that x is c-compressible if
K(x) < |x| —c.
If x is not c-compressible, we say that x is incompressible by c. If x is
incompressible by 1, we say that x is incompressible.
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c-Compressible

Given a string x and constant ¢ we say that x is c-compressible if

K(x) < |x] — c.

If x is not c-compressible, we say that x is incompressible by c. If x is
incompressible by 1, we say that x is incompressible.

e A=1010101010101010101010101010
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Given a string x and constant ¢ we say that x is c-compressible if
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If x is not c-compressible, we say that x is incompressible by c. If x is
incompressible by 1, we say that x is incompressible.
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c-Compressible

Given a string x and constant ¢ we say that x is c-compressible if

K(x) < |x] — c.

If x is not c-compressible, we say that x is incompressible by c. If x is
incompressible by 1, we say that x is incompressible.

e A=1010101010101010101010101010

e B =1101010101010010110000110010
@ xy = 11001100.01._1101
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c-Compressible

Given a string x and constant ¢ we say that x is c-compressible if

K(x) < |x] — c.

If x is not c-compressible, we say that x is incompressible by c. If x is
incompressible by 1, we say that x is incompressible.

e A=1010101010101010101010101010
e 5 =1101010101010010110000110010
e xy = 11001100.01.1101

@ xy = 110000.01.1010.1101
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Incompressible by ¢

There exists at least 2" — (2"~<*+1 — 1) strings of length n which are
incompressible by c.

B  Reducibility and Information



Incompressible by ¢

There exists at least 2" — (2"~<*+1 — 1) strings of length n which are
incompressible by c.

@ 2" strings of length n
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Incompressible by ¢

There exists at least 2" — (2"~<*+1 — 1) strings of length n which are
incompressible by c.

@ 2" strings of length n
o Y 2l =1+4+244+ . . f2mCc=2mcfl_
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Incompressible by ¢

There exists at least 2" — (2"~<*+1 — 1) strings of length n which are
incompressible by c.

@ 2" strings of length n
] 27:_(;:212 1+2+4++2H7C :2nfc+1 _1
@ # of “c-shorter” descriptions < # of length n descriptions
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Incompressible by ¢

There exists at least 2" — (2"~<*+1 — 1) strings of length n which are
incompressible by c.

@ 2" strings of length n
] 27;6:212 1+2+4++2H7C :2nfc+1 _1
@ # of “c-shorter” descriptions < # of length n descriptions

@ . there exists strings incompressible by ¢
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Incompressible by ¢

There exists at least 2" — (2"~<*+1 — 1) strings of length n which are
incompressible by c.

@ 2" strings of length n

0 Y g2 =1424+4+. . 42 =2mct 1

@ # of “c-shorter” descriptions < # of length n descriptions
@ .°. there exists strings incompressible by ¢

@ Specifically, 2" — (27—<+1 — 1)

B Reducibility and Information



Incompressible Strings

There exists incompressible strings. I
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Incompressible Strings

There exists incompressible strings. I
@ let ¢ =1 and apply the theorem
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Incompressible Strings

There exists incompressible strings. I
@ let c =1 and apply the theorem

@ .. there exists incompressible strings
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Computable Properties and Compressibility

A property of a string x is a binary function f, i.e. x either has the
property or it does not. Given F, = {x|f(x) = FALSE and |x| < n}, a
property holds for almost all strings if

|Fal

|All Strings with |x| < n|
as n goes to infinity.

”
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s o
Computable Properties and Compressibility

Given a computable property f that holds for almost all strings, and
b > 0, then the property f is FALSE for only finitely many strings that are
incompressible by b.
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s o
Computable Properties and Compressibility (proof part 1)

e F, = {x|f(x) = FALSE and |x| < n}
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s o
Computable Properties and Compressibility (proof part 1)

e F, = {x|f(x) = FALSE and |x| < n}
e Foo = {x|f(x) = FALSE}, F is enumerable
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s o
Computable Properties and Compressibility (proof part 1)

e F, = {x|f(x) = FALSE and |x| < n}
o Fo = {x|f(x) = FALSE}, F is enumerable
@ Let M be a machine that finds the i*" string s in Fo
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s o
Computable Properties and Compressibility (proof part 1)

Fn = {x|f(x) = FALSE and |x| < n}
Foo = {x|f(x) = FALSE}, F is enumerable
Let M be a machine that finds the it" string s in Fu

For each x € F,, let iy be its position in F
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s o
Computable Properties and Compressibility (proof part 1)

Fn = {x|f(x) = FALSE and |x| < n}

Foo = {x|f(x) = FALSE}, F is enumerable

Let M be a machine that finds the it" string s in Fu
For each x € F,, let iy be its position in Fy

Thus (M, ix) returns x and |d(x)| = K(x) < |ix| + ¢
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s o
Computable Properties and Compressibility (proof part 1)

Fn = {x|f(x) = FALSE and |x| < n}

Foo = {x|f(x) = FALSE}, F is enumerable

Let M be a machine that finds the it" string s in Fu
For each x € F,, let iy be its position in Fy

Thus (M, iy) returns x and |d(x)| = K(x) < |ix| + ¢

Choose n so that

i _ 1
|All Strings with |x| < n| — 2b+c+l
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s o
Computable Properties and Compressibility (proof part 2)

@ Choose n so that

i 1
|All Strings with |x| < n| — 2b+c+l
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s o
Computable Properties and Compressibility (proof part 2)

@ Choose n so that

A o
|All Strings with |x| < n| — 2btctl

@ There are 2™1 — 1 strings of length n, so

2n+1 -1 2n+1 B 2nfbfc

S Dhyeri < gbrerd
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s o
Computable Properties and Compressibility (proof part 2)

@ Choose n so that

A o
|All Strings with |x| < n| — 2btctl

@ There are 2™! — 1 strings of length n, so

2n+1 -1 2n+1 _ 2nfbfc

Ix < 2b+c+l < 2b+c+1
@ Then for all x such that |x| > n and f(x) = FALSE

ldx)|=K(x)<|ix|] +tc<(n—b—c)+c=n—b
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s o
Computable Properties and Compressibility (proof part 2)
@ Choose n so that

Fol _1
|All Strings with |x| < n| — 2btctl
@ There are 2™! — 1 strings of length n, so

' 2n+1 -1 2n+1
XS Dbttt S gbreit

— 2nfbfc
@ Then for all x such that |x| > n and f(x) = FALSE

ld(x)| = K(x)<|ix|] tc<(n—b—c)+c=n—b

@ .. If x is incompressible by b, then its length is less than n, so
there are only finitely many such x.

_ Reducibility and Information
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Nearly Incompressible

There exists b > 0, for all strings x, such that the minimal description
d(x) of x is incompressible by b.
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Nearly Incompressible

There exists b > 0, for all strings x, such that the minimal description
d(x) of x is incompressible by b.

@ Define a machine M:
M ="On input (R, y):
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Nearly Incompressible

There exists b > 0, for all strings x, such that the minimal description
d(x) of x is incompressible by b.

@ Define a machine M:
M ="On input (R, y):
© Run R on y and reject if the output is not of the form (S, z).
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Nearly Incompressible

There exists b > 0, for all strings x, such that the minimal description
d(x) of x is incompressible by b.

@ Define a machine M:
M ="On input (R, y):
@ Run R on y and reject if the output is not of the form (S, z).
@ Run S on z and halt with its output on the tape.”
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Nearly Incompressible

There exists b > 0, for all strings x, such that the minimal description
d(x) of x is incompressible by b.

@ Define a machine M:
M ="On input (R, y):
@ Run R on y and reject if the output is not of the form (S, z).
@ Run S on z and halt with its output on the tape.”

@ let b=|(M)|+1sothat|(M)|=b-1

B  Reducibility and Information



Nearly Incompressible

There exists b > 0, for all strings x, such that the minimal description
d(x) of x is incompressible by b.

@ Define a machine M:
M ="On input (R, y):
@ Run R on y and reject if the output is not of the form (S, z).
@ Run S on z and halt with its output on the tape.”

o Let b=|(M)|+1sothat |[(M)|=b—-1
@ If d(x) is b-compressible:

[ (M, d(d(x)) | <[ (M) ]+ |d(d(x))l

< |
<(b-1)+|d(x)| - b=]d(x)| -1
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Nearly Incompressible

There exists b > 0, for all strings x, such that the minimal description
d(x) of x is incompressible by b.

@ Define a machine M:
M ="On input (R, y):
@ Run R on y and reject if the output is not of the form (S, z).
@ Run S on z and halt with its output on the tape.”

o Let b=|(M)|+1sothat |[(M)|=b—-1
e If d(x) is b-compressible:

[ (M, d(d(x)) | <[ (M) ]+ |d(d(x))l

< |
<(b-1)+|d(x)| - b=]d(x)| -1

@ But d(x) is minimal, so this is a contradiction.
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o exces
Next Class

@ Have a Good Summer
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